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Numerical Methods for Partial Differential Equations
Basics

Marked questions (*) have to be handed in for marking.

1*. In 1225, Leonardo of Pisa (also known as Fibonacci) was requested to solve a collection
of mathematical problems in order to justify his fame and prestige in the court of
Federico II. One of the proposed problems can be formulated as the solution of a third
degree polynomial equation

f(x) := x3 + 2x2 + 10x− 20 = 0 (1)

Note that the solution of cubic equations was a extremely difficult problem in the 13th
century. Here iterative methods are considered for the solution of equation (1).

Compute the unique real root of (1) with 4 iterations of Newton’s method with the
initial approximation x0 = 3

√
20 (which is obtained neglecting the monomials with x

and x2 in front of the monomial with x3). Plot the convergence graphic. Does Newton’s
method behave as expected?

2. Solve equation
f(x) = x− cosx

a) with interval-halving starting with x = 0.5 and 1.0.

b) with Newton’s method. Use x0 = 1.0 as the starting value.

c) with the secant method. Use x = 0.5 and 1.0 as starting values.

3. Solve the following system of nonlinear equations

(x− 1)2 + (y − 2)2 = 3

x2

4
+

y2

3
= 1

using Newton-Raphson’s method

4. Use Newton divided differences to construct the interpolating polynomial given the set
of data:

x0 = 3.5, x1 = 3.6, x2 = 3.7, x3 = 3.8

f(x0) = 0.285714, f(x1) = 0.277778, f(x2) = 0.270270, f(x3) = 0.263158



5*. We are interested in the definition of third-order numerical quadratures in interval
(0, 1)

a) Determine the minimum number of integration points, and specify the integration
points and weights.

b) Is it possible to obtain a third-order quadrature with the following four integration
points: x0 = 1/4, x1 = 1/2, x2 = 3/4 and x3 = 1? If it is possible, compute the
corresponding weights; otherwise, justify why not.

6. a) If n + 1 points Gaussian quadrature is used for numerical integration state the
order of the polynomial that is integrated exactly.

b) If n = 2 is selected for Gaussian quadrature, which (if any) of the following
integrals will be integrated exactly?
i)

∫ 1

0
sinx dx ii)

∫ 1

0
x3 dx iii)

∫ 1

0
x4 dx iv)

∫ 1

0
x5.5 dx

7*. Compute
∫ 1

0
12x dx,

∫ 1

0
(5x3 + 2x) dx by hand calculation using

i) Trapezoidal rule over 2 uniform intervals

ii) Simpson’s rule over 2 uniform intervals

Compute the error of both approximations. Are the methods behaving as expected?

8. Transform the integral ∫ b

a

f(x) dx

such that integration limits are [−1, 1].

9. Decide and justify if the following statements are true or false.

a) For m ≤ n, a polynomial least-squares fitting with degree m and n + 1 different
data points can always be computed with the normal equations. For n = m the
least-squares fitting leads to the pure interpolation polynomial. For n < m

< f, g >=
n∑

i=0

f(xi)g(xi)

is not an scalar product in the space of polynomials Pm, an the matrix of the
normal equations becomes singular.

b) A function f(x) is known at n+ 1 points. For the computation of the integral of
f(x) it is preferable to consider a Gauss quadrature instead of a Newton-Cotes
quadrature, because the data points are not necessarily equally spaced.



c) The integral

I =

∫ 1

0

∫ 1

0

(x3 + 1)y3 dx dy

can be exactly computed using Gauss quadratures with 6 integration points.

10. Perform the numerical integration of∫ 1

0

∫ 1

0

(9x3 + 8x2)(y3 + y) dx dy

using Simpson’s rule in each direction. Is the approximation behaving as expected?
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Numerical Methods for Partial Differential Equations
Ordinary Differential Equations

Starred questions (*) have to be handed in for marking.

1. The motion of a non-frictional pendulum is governed by the Ordinary Differential
Equation (ODE)

d2θ

dt2
+
g

L
θ = 0

where θ is the angular displacement, L = 1 m is the pendulum length and the gravity
acceleration is g = 9.8 m/s2.

The position and velocity at time t = 1 s are known:

θ(1) = 0.4 rad ;
dθ

dt
(1) = 0 rad/s

a) Solve the initial boundary value problem in the interval (0, 1) using a second-order
Runge-Kutta method to determine the initial position at t = 0 s, with 2 and 4
time steps.

b) Using the approximations obtained in a), compute an approximation of the rela-
tive error in the solution computed with 2 steps.

c) Propose a time step h to obtain an approximation with a relative error three
orders of magnitude smaller.

2. Consider the initial value problem

dy

dx
= y − x2 + 1 x ∈ (0, 1)

y(0) = 1

a) Solve the initial value problem using the Euler method with step h = 0.25.

b) Compute the solution using the Heun method with a step h such that the com-
putational cost is equivalent to the computational cost in a).

Note that the analytical solution of the initial value problem is a second degree poly-
nomial.

c) Compute the pure interpolation polynomial that fits the results in b).

d) Which approximation criterion do you recommend to fit the results obtained in
a)? Compute the polynomial approximation with the proposed criterion and
compare the results with the polynomial obtained in c).



3*. The ordinary differential equation

dy

dx
= f(x, y)

is defined over the domain (0,1), and is to be solved numerically subject to the initial
condition y(0) = 1, where y(x) is the exact solution. The forward Euler method for
integrating the above differential equation is written as

Yi+1 = Yi + hf(xi, Yi)

where Yi denotes the discrete solution at node i, with position xi, of a uniform grid of
nodes of constant grid interval size h and xi+1 = xi + h.

a) Using a Taylor series expansion, deduce the leading truncation error of the scheme.
Is the method consistent? Explain your answer.

b) State the backward Euler method for integrating the above differential equation
where f(x, y) is a general non-linear function of x and y.

c) Deduce the stability limits of the respective forward Euler method and backward
Euler method for the model equation dy/dx = −λy where λ is a positive real
constant.

d) Use the backward Euler method to compute the numerical solution of the ordinary
differential equation

dy

dx
= −25y3.5

with initial condition y(0) = 1, by hand for two steps with grid interval size
h = 1/10. (Use 2 Newton iterations per step for this calculation.)

e) Use the forward Euler method to compute the numerical solution of the above
ordinary differential equation with same initial condition by hand for two steps
with grid interval size h=1/10.

f) The analytical solution is

y(x) =

(
125x+ 2

2

)−2/5

Using Matlab codes, indicate the maximum stable interval size possible for forward
Euler method from the following; h=1/10, h=1/15, h=1/30, h=1/45, h=1/90.
How does your choice compare with the stability condition?

4*. The second-order ordinary differential equation

d2y

dx
+ ω2y = 0

is defined over the domain (0, 1), and is to be solved numerically subject to the initial
conditions y(0) = 0, dy/dx(0) = ω , where y(x) is the exact solution.

a) Reduce the above second order ODE to a system of first order ODEs.



b) Set ω2 = 3. Using the forward Euler method to integrate the system, compute
the solution at t = 1 by hand with n = 4 steps. Use the Forward Euler code to
check your results.

c) Using the Matlab code, compute the solution using n = 8 steps. Use these solution
values to estimate the step size required to obtain a numerical solution with three
significative digits. Try your new step size.
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Numerical Methods for Partial Differential Equations

Finite Differences

Starred questions (*) have to be handed in for marking.

1. Consider a bar with length 1 m and constant thermal conductivity k. The temperature
at the ends of the bar is

T (0) = 0, T (1) = 1. (1)

In order to determine the temperature distribution on the bar, the heat equation is
stated

k
d2T

dx2
= 0, x ∈ (0, 1) (2)

with boundary conditions (1).

a) Derive a numerical scheme for the solution of the boundary problem given by
equations (2) and (1) using a centered approximation of order ∆x2. Detail the
linear system obtained for ∆x = 0.2.

b) Solve the linear system obtained in a) for a bar with constant thermal conductivity
k = 1. Represent the solution. With no extra computations, justify how would
the temperature distribution for a bar be with conductivity k = 10.

c) Solve the linear system of equations with the Gauss-Seidel method and the Con-
jugate Gradient method. Compute 4 iterations with initial approximation xi = 1,
and comment the convergence of both methods.

2.* Let us consider the differential equation

ut + aux = 0, x ∈ (0, 1), t ≥ 0, a > 0 (3)

with initial condition
u(x, 0) = sin(2πx),

and periodic boundary conditions, that is

u(0, t) = u(1, t).

a) Propose an implicit finite difference scheme, with first order in time and space, for
the discretization of 3. Justify the selection of the approximation for the spatial
derivative.

b) How are periodic boundary conditions treated? Write in detail the system of
equations to solve in each time step.

c) Suggest a direct method and an iterative method for the solution of the linear
systems of equations.

d) Draw schematically the fill-in of the matrix for the direct method proposed in the
previous section.



3. Consider the elliptic equation
∂2u

∂x2
+

∂2u

∂y2
= f

with homogeneous Dirichlet boundary conditions (i.e u = 0 at the whole boundary)
and source term f(x, y) = 2(x2 + y2).

a) Solve the problem in a square domain [0, 4] × [0, 4] with ∆x = ∆y = 1, and
determine the temperature at the point (x, y) = (1, 1).

b) Solve the problem in the triangle defined by vertices (0, 0), (0, 4) and (4, 0), with
∆x = ∆y = 1, and determine the temperature at the point (x, y) = (1, 1).

c) Using the initial approximation U = 0, compute 4 iterations for the solution of the
system obtained in b) with the Jacobi and Gauss-Seidel methods, and comment
the results.

4.* For the numerical modelling of a new technique of contamination control, it is inter-
esting to solve the diffusion-reaction PDE

ut = νuxx + σu in x ∈ (0, 1), t > 0 (4)

with boundary conditions

u(0, t) = 0 and ux(1, t) = 0 (5)

and the initial condition

u(x, 0) =















0 for x < 1/4
4x− 1 for 1/4 ≤ x < 1/2

−4x+ 3 for 1/2 ≤ x < 3/4
0 for 3/4 ≤ x

(6)

In the PDE (4), ν > 0 is the diffusion coefficient and σ < 0 is the reaction coefficient.
Both coefficients can be considered constant.

a) Propose an explicit finite difference scheme for the solution of the PDE (4) with
boundary conditions (5) and initial condition (6). Detail the numerical treatment
of boundary conditions.

b) Which scheme is obtained for σ = 0 (diffusion equation)? And for ν = 0 (reaction
equation)?

c) Take ν = 0.1, σ = −0.1, ∆x = 0.25 and ∆t = 0.1, and compute two time
steps with the explicit scheme proposed in section a. Are the obtained results
reasonable? Discuss with the help of the graphic of the profile of u.

d) Propose an implicit finite difference scheme to solve the PDE (4) with boundary
conditions (5) and initial condition (6). Detail how are boundary conditions
treated, the structure of the matrix and the most suitable method to solve the
linear system of equations.



5. The following finite differences schemes

(i) Un+1

i
= Un

i
−

c

2

(

Un

i+1 − Un

i−1

)

(ii) Un+1

i
= Un

i
− c

(

Un

i
− Un

i−1

)

(7)

with Courant number c = a∆t/∆x, are considered for the solution of the boundary
problem

ut + aux = 0, x ∈ (0, 4), t ≥ 0, a > 0

u(x, 0) = u0(x), u(0, t) = 0.
(8)

Figure 1: Numerical results with methods A and B

a) Discuss for each method wether it is an explicit or implicit method and indicate
the truncation order. Which linear solver would you use in each case?

b) Figure 1 shows the solution with methods A and B for Courant numbers c = 0.8
and c = 2. Decide reasonably which of the schemes (i) and (ii) correspond to
methods A and B.

c) Comment the stability of both methods. Do the numerical results correspond to
the expected behavior?

6.* The partial differential equation
∂u

∂t
= b

∂2u

∂x2

is defined over the domain 0 ≤ x ≤ 1 , and is to be solved numerically subject to the
boundary conditions u(0, t) = 0.0, u(1, t) = 0.0 and initial conditions u(x, 0) = u0(x)
(u0(x) defined below), where u(x, t) is the exact solution.

The explicit forward time centred space scheme is used in the form

Un+1

i
− Un

i
= r(Un

i+1 − 2Un

i
+ Un

i−1)

where r = b∆t/∆x2 , subscript i is a spatial index (x-direction) and superscript n is
the time level.

a) Using a Taylor series expansion, deduce the leading truncation error of the scheme
and state if the scheme is consistent.



b) A uniform grid with three interior nodes and four equally spaced intervals is used.
The initial data u0(x) is defined by

u0

1 = 0.0, u0

2 = 3.0, u0

3 = 6.0, u0

4 = 3.0, u0

5 = 0.0,

and b = 1/4, ∆t = 0.25. Compute the solution at the 3 interior nodes after one
time step. Sketch the solution. Is the scheme stable in this case? Explain.

c) State the stability condition.

d) State the implicit backward time centered space scheme for the above problem.

e) Using the above data, write down the resulting system of equations (expressed in
terms of general r) that must be solved in order to compute the solution at the 3
interior nodes after one time step.

f) Determine the solution via Gaussian elimination.

g) Will the method always be stable or is there a limitation on time step?

7.* Consider the following system of linear equations:





10 4 0
6 12 3
0 5 9









x1

x2

x3



 =





46
81
65





a) Using initial data x
0 = [2, 3, 4]T , apply Jacobi method to the system for 3 itera-

tions. Show your working and the results of each iteration.

b) Using the same initial data, apply the Gauss-Seidel iterative method for the same
3×3 system for 3 iterations. Again, show your working and the results for each
iteration.

c) The exact solution of the system is x∗ = [3, 4, 5]T . Determine which method gives
the best result and explain why.

8.* Consider the following system of linear equations:

[

1 5
5 100

] [

x1

x2

]

=

[

17
310

]

a) As a first attempt, we have tried to solve the system using the steepest descent
method, but convergence is too slow. Explain the causes of this slow convergence.

b) Can the conjugate gradient method be used to solve the system? Will it converge?
If so, how many iterations are needed?

c) Compute two iterations of the conjugate gradient method applied to this system,
using x

0 = [5, 5]T as a starting vector. Which will be the results if a different
starting vector is considered?
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Numerical methods for PDEs Homework 1
ODEs Due: November 26, 2013

Compute the numerical solution of the following the initial value problem (IVP)

y′′ = y − x in (0, 1)

y(0) = 1, y′(0) = 2

The exact solution of this problem is y = exp(x) + x.

1. Implement a routine for the solution of IVP using Euler, Heun and 4th order Runge-
Kutta method. Plot the solution obtained with 8 time steps of RK4 and compare it
with the Euler and Heun results for an equivalent computational cost (i.e. same number
of function evaluations). Draw some conclusions.

2. Check the convergence of the methods: plot the logarithm of the error at the end point
x = 1 vs the logarithm of the number of function evaluations. Do the results agree
with the theoretical convergence rates? Comment the results.

3. Solve the IVP with the ode45 Matlab function. Which method corresponds to this
function? What can you ensure about the accuracy of the obtained solution? How
could you improve the accuracy?





























































discacciati
Typewritten Text
HOMEWORK 1

discacciati
Typewritten Text









Numerical methods for PDEs Homework 2
Finite Differences Due: December 17, 2013

The compressed file FD_Parabolic1D.zip contains Matlab codes for the finite difference
numerical solution of a 1D parabolic equation. Incomplete codes for the explicit (FTCS) and
implicit (BTCS) methods are provided. Routines to check the convergence in time and in
space are also provided.

1. Complete the coding of the FTCS and BTCS methods.

2. Code the Crank-Nicolson method.

3. Test the three finite difference methods with the following numerical parameters:

M=10, final time=0.1, number of steps=24

M=10, final time=0.1, number of steps=20

M=10, final time=0.1, number of steps=18

M=10, final time=0.1, number of steps=5

Do the finite difference methods behave as expected? Discuss your results.

4. Check the convergence of the explicit, implicit and Crank-Nicolson methods (plot them
in the same graph) and discuss the results.
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Question 1  [25 marks] 
 
(a)  If n point Gaussian quadrature is used for numerical integration state the order of      
     the polynomial that is integrated exactly.         [2 MARKS] 
 
(b) State which if any, of the following integrals can be integrated exactly using Gaussian 
quadrature and give the optimal order of the rule in each case. 
 

(i) ,   (ii) ,   (iii) ,    (iv)      [4 MARKS]  

 
 
(c) Use 2-point Gaussian quadrature with weights  and Gauss points    

  to perform numerical integration of . 

    [4 MARKS] 
 
(d)  The second order ordinary differential equation 
 

 

 
is defined over the domain , and is to be solved numerically subject to the initial 
conditions , where  is the exact solution. 
 
(d1) Reduce the above second order ordinary differential equation to a system of first order 
ordinary differential equations.                 [4 MARKS] 
 
(d2) State the backward Euler method for integrating the system of first order ordinary 
differential equations in (d1) above and hence express the non-linear system of equations that 
must be solved to take the first time step in terms of time step size .            [5 MARKS] 
 
(d3) State the advantages versus disadvantages of explicit and implicit methods for solving 
ordinary and partial differential equations.                          [6 MARKS] 
 
 
 
 
 
 
 
 
 
 

                   
                  TURN OVER 
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Question 2  [25 marks] 
 
The differential equation  
 

 

 
is defined over the domain  where  is the exact conservation variable, and 

 are the respective wave speed and diffusion coefficients. 
 
The equation is to be solved numerically on a uniform grid with three interior nodes and four 
equally spaced intervals of size h subject to the boundary conditions .  
 
Given that the wave speed  is constant with  over each grid interval 

 and diffusion coefficient  has piecewise constant variation over the grid 
intervals (indicated below) where , 
 
 
 
 
 
 
 
 

 (a) use the finite-volume approximation , where 

 

, 

 
to show that the resulting matrix system takes the form 
 

     [9 MARKS] 

 
(b) Write down the point Jacobi method for solving the linear system for a general 
matrix  and perform 2 iterations on the above matrix system.    [7 MARKS] 
 
(c) Write down the point Gauss-Seidel method for solving  and perform 2 iterations 
on the above matrix system.        [7 MARKS] 
                                     
(d) Explain any advantage of one method over the other.    [2 MARKS] 
 
 
 
 

TURN OVER 

40    50
0 

85 150 
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Question 3  [25 marks] 
 
The one dimensional convection equation is defined over the domain  with constant 
wave speed a and is written as 
 

   
  
where . The equation is to be solved using an upwind scheme written as 
 

 

where  denotes the discrete flux at time level n on cell face , h is the grid 
interval size,  the time step and  
 

 .  

 
(a) Is the above method locally conservative? Explain                                            [4 MARKS] 
 
(b) Write down the explicit scheme and deduce the stability conditions which ensure that the 
method is positive for  
i) a positive wave speed , 
ii) a negative wave speed .  
(Hint: an explicit method of the form  is called positive 
and is stable if all coefficients are positive and sum to unity, that is  and 

)                                                  [6 MARKS]
                                  
(c) Use the above explicit scheme to compute the solution after one time step for  on a 
one-dimensional uniform grid with three interior nodes and four equally spaced intervals, 
with boundary condition , initial conditions  
and . Is the result consistent with your stability analysis?      [4 MARKS] 
        
 
 
 
 
 
 
 
 
 
                                               Question 3  continued over leaf 

 
      TURN OVER 
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Question 3  continued 
 
The implicit upwind finite volume scheme is written as 
 

 

 
where the upwind flux given above is now defined implicitly at time level n+1.  
 
(d) Write down the fully implicit scheme and formulate the method to compute the solution 
after one time step for the same problem as posed in (c) above, again using the same one-
dimensional uniform grid with four equally spaced intervals with boundary condition 

, initial conditions  and .  
                 [7 MARKS] 

 
 
(e) Derive the leading truncation error of the implicit method and state if the method is   
consistent.                [4 MARKS]  
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TURN OVER 
 

Question 4  [25 marks] 
 
4 :   The partial differential equation  
 

 

 
is defined over the domain  where b is constant, and is to be solved numerically 
subject to the boundary conditions  and initial condition 

 (defined below), where  is the exact solution. 
 
The explicit forward time centred space scheme is expressed in the form 
 

       
 

where  , h is the grid interval size,  the time step,  suffix  is a spatial index ( x-

direction) and  superfix n is the time level. 
 
(a) Compute the solution after one time step using the above method with  and 

 on a uniform grid with four equally spaced intervals together with the above 
boundary conditions and initial data  defined at the three 
interior nodes.                             [3 MARKS] 
 
 
(b) Determine the explicit stability condition for the method (with positive coefficients) and 
use the condition to determine if the above calculation is stable.                          [4 MARKS] 
                                                                                                                                  
The implicit backward time centred space scheme is expressed in the form 
 

               
 
(b) Calculate the leading truncation error of the implicit scheme.          [4 MARKS] 
 
           
(c) Write down the resulting system of implicit equations expressed in terms of , that must 
be solved in order to compute the solution at the 3 interior nodes of the above grid after one 
time step.                                          [7 MARKS] 
 
(d) Using the above boundary conditions and initial data with  and  compute 
the solution at the 3 interior nodes after one time step via Gaussian elimination and comment 
on stability.                                           [7 MARKS] 
 

              
       TURN OVER 
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Hints: 
Gaussian Elimination involves reducing a matrix to upper triangular form by row operations. 
The solution is obtained by back substitution.          
 
 
 

 
 

END OF PAPER 
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